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Zero-shot learning
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Zero-shot learning:
=) at test time can encounter an instance whose

corresponding label was not seen at training time
xj 2 Xtest

yj 62 Y

ZL setting occurs in domains with many possible labels



Zero-shot learning: Unseen labels
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To deal with labels that have no training data
⇤ Instead of learning parameters associated with

each label y2Y
⇤ Treat as problem of learning a single projection function

Resulting function can then map input vectors to label space



Zero-shot Learning: Cross-Modal Mapping
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Socher et al. 2013



Cross-lingual mapping
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PT EN!

First generate monolingual word embeddings for each language
⇤ Learned from large unlabeled text corpora

Second, learn to map between embedding spaces of
different languages



Multilingual word embeddings
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Creates multilingual word embeddings
⇤ Similar words are nearby points regardless of language

EN

!PT

PT

Multilingual word embeddings uses:
⇤ Model transfer
⇤ Recent: initialize unsupervised machine translation

Shared vector space



Problem

• Learn cross-lingual mapping function  
– that projects vectors from embedding space of one language to 

another
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Success
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• early work & assumptions

• improving precision

• reducing supervision



Early work & assumptions 
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Given a seed dictionary learn to map
between vector spaces of language pair.

Concepts have similar geometric arrangements in
vector spaces of different languages (Mikolov et al. 2013).
Assumption: mapping function is linear



Linear Mapping Function
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M̂ = argminM ||MX � Y||F + �||M||

y = argmaxy cos(Mx, y)

• Mikolov et al. 2013
- Mapping function/translation matrix learned with least squares loss



Improving accuracy

• Impose orthogonality constraint on learned map 
– Xing et al. 2015, Zhang et al 2016 

• Ranking loss to learn map 
– Lazaridou et al. 2015
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Reducing supervision

14

es en ŷi
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ŷi
(es) -(pt) = W(pt!es)x(pt)

i

ŷi
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• Our own work: teacher-student framework (Nakashole EMNLP 
2017) 

• (Artetxe et al., 2017) bootstrap approach 
– Start with a small dictionary 
– Iteratively build it up while learning map function



No supervision

• Unsupervised training of mapping function (Barone 2016, Zhang et 
al., 2017; Conneau et al., 2018) 

– Adversarial training  

– Discriminator: separate mapped vectors Mx from targets  Y 
– Generator (learned map): prevent discriminator from 

succeeding
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Success Summary

• With no supervision current methods obtain high accuracy 
– However, there’s room for improvement
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Outline
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Limitations



Assumptions

• Limitations tied to assumptions made by current methods 
– A1. Maps are linear (linearity) 
– A2. Embedding spaces are similar (isomorphism)
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Assumption of Linearity

• SOTA methods learn linear maps 
– Artexte et al. 2018, Conneau et al. 2018, …, Nakashole 2017,  … 

Mikolov et al. 2013 

• Although assumed by SOTA & large body of work  
– Unclear to what extent the assumption of linearity holds 

• Non-linear methods have been proposed 
– Currently not SOTA 
– Trying to optimize multi-layer neural networks for this zero-shot 

learning problem largely fails
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Testing Linearity

• To what extent does the assumption of linearity hold?
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Testing Linearity

• Assume underlying mapping function is non-linear 
–  but can be approximated by linear maps in small enough 

neighborhoods 

• If the underlying map is linear 
–  local approximations should be identical or similar 

• If the underlying map is non-linear 
–  local approximations will vary across neighborhoods
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Neighborhoods in Word Vector Space

• To perform linearity test, need to define neighborhood 

– Pick an ‘anchor’ word, consider all nearby words (cos 
sim>=0.5) to be in its neighborhood

24
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Neighborhoods: en-de 
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0 1 2 3 4 5 6 7 8 9

Anchor
Word

Data, N (xi, s = 0.5) x0 Similarity Translation Accuracy Matrix Property

Train Test cos(x0, xi) M Mx0 Mxi � cos(Mx0 ,Mxi) ||M ||
x0:multivitamins 3,415 500 1.0 58.3 68.2 68.2 0 1.0 33.07

x1:antibiotic 3,507 500 0.60 61.1 67.3 72.7 5.4 " 0.59 33.29

x2:disease 2,478 500 0.45 69.3 59.2 73.4 14.2 " 0.31 35.35

x3:blowflies 2,434 500 0.33 71.4 28.4 73.2 44.8 " 0.20 33.36

x4:dinosaur 990 500 0.24 63.2 14.7 77.1 62.4 " 0.14 36.50

x5:orchids 2,981 500 0.19 73.7 19.3 78.0 58.7 " 0.20 30.68

x6:copenhagen 2,083 500 0.11 38.5 31.2 67.4 36.2 " 0.15 31.42

Table 1: The behavior of word translation maps trained on different neighborhoods ( en ! de translation).
Highlighted columns illustrate variations in maps. Accuracy refers to precision at 10.

was carried out on different set of words, and on a
different language pair.

4.2 Map Similarity Analysis
If indeed there exists a map that is the same
linear map everywhere, we expect the above
neighborhood-specific maps to be similar. Our
analysis makes use of the following definition of
matrix similarity:

cos(M1,M2) =
tr(M1

TM2)q
tr(M1

TM1)tr(M2
TM2)

(2)
Here tr(M) denotes the trace of the matrix

M. tr(M1
TM1) computes the Frobenius norm

||M1||2, and tr(M1
TM2) is the Frobenius inner

product. That is, cos(M1,M2) computes the co-
sine similarity between the vectorized versions of
matrices M1 and M2.

4.3 Experimental Results
The main results of our analysis are shown in Ta-
ble 1.

We now analyze the results of Table 1 in de-
tail. The 0th column contains the anchor word, xi,
around which the neighborhood is formed. The
1st, and 2nd columns contain the size of the train-
ing and test data from N (xi, s = 0.5) where xi is
the word vector for the anchor word.

The 3rd column contains the cosine similarity
between x0, multivitamins, and xi. For example,
x1 (antibiotic) is the most similar to x0 (0.6), and
x6, copenhagen, is the least similar to x0 (0.11).

The 4th column is the translation accuracy of
the single global map M , training on data from all
xi neighborhoods. The 5th column is the transla-
tion accuracy of the map M

x0 , trained on the train-

Figure 3: Correlation between the 8th column (x-
axis), map similarity cos(Mx0 ,Mxi), and the 5th
column (y-axis), performance of map M

x0 on test
data from the neighborhood anchored at xi.

ing data of x0, and tested on the test data in xi.
We use precision at top-10 as a measure of trans-
lation accuracy. Going down this column we can
see that accuracy is highest on the test data from
the neighborhood anchored at x0 itself, and lowest
on the test data from the neighborhood anchored
at x6, copenhagen, which is also the furthest word
from x0.

The 6th column is translation accuracy of the
map M

xi , trained on the training data of the neigh-
borhood anchored at xi, and tested on the test data
in xi. We can see that compared to the 5th col-
umn, in all cases performance is higher when we
apply the map trained on data from the neigh-
borhood, Mxi instead of Mx0 . The 7th column
shows the difference in translation accuracy of the
map M

xi and M
x0 . This shows that the more dis-

similar the neighborhood anchor word xi is from
x0 according to the cosine similarity shown in the
4rd column, the larger this difference is.

The local maps, 6th column, Mxi in all cases
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Neighborhood maps

• We consider three training settings: 

1. Train a single map on one of the neighborhoods (1 Map) 
2. Train a map for every neighborhood (N maps) 
3. Train a global map (1 Map) : this is the typical setting
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Setting 1:  train a single map  (MX0)
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We use precision at top-10 as a measure of trans-
lation accuracy. Going down this column we can
see that accuracy is highest on the test data from
the neighborhood anchored at x0 itself, and lowest
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map M
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x0 . This shows that the more dis-

similar the neighborhood anchor word xi is from
x0 according to the cosine similarity shown in the
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between x0, multivitamins, and xi. For example,
x1 (antibiotic) is the most similar to x0 (0.6), and
x6, copenhagen, is the least similar to x0 (0.11).

The 4th column is the translation accuracy of
the single global map M , training on data from all
xi neighborhoods. The 5th column is the transla-
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x1 (antibiotic) is the most similar to x0 (0.6), and
x6, copenhagen, is the least similar to x0 (0.11).

The 4th column is the translation accuracy of
the single global map M , training on data from all
xi neighborhoods. The 5th column is the transla-
tion accuracy of the map M

x0 , trained on the train-

Figure 3: Correlation between the 8th column (x-
axis), map similarity cos(Mx0 ,Mxi), and the 5th
column (y-axis), performance of map M

x0 on test
data from the neighborhood anchored at xi.
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We use precision at top-10 as a measure of trans-
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see that accuracy is highest on the test data from
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at x6, copenhagen, which is also the furthest word
from x0.
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map M
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borhood anchored at xi, and tested on the test data
in xi. We can see that compared to the 5th col-
umn, in all cases performance is higher when we
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x0 . This shows that the more dis-
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• If the underlying map is linear 
–  local approximations should be identical or similar 

• If the underlying map is non-linear 
–  local approximations will vary across neighborhoods
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Train Test cos(x0, xi) M Mx0 Mxi � cos(Mx0 ,Mxi) ||M ||
x0:multivitamins 3,415 500 1.0 58.3 68.2 68.2 0 1.0 33.07

x1:antibiotic 3,507 500 0.60 61.1 67.3 72.7 5.4 " 0.59 33.29

x2:disease 2,478 500 0.45 69.3 59.2 73.4 14.2 " 0.31 35.35

x3:blowflies 2,434 500 0.33 71.4 28.4 73.2 44.8 " 0.20 33.36

x4:dinosaur 990 500 0.24 63.2 14.7 77.1 62.4 " 0.14 36.50

x5:orchids 2,981 500 0.19 73.7 19.3 78.0 58.7 " 0.20 30.68

x6:copenhagen 2,083 500 0.11 38.5 31.2 67.4 36.2 " 0.15 31.42

Table 1: The behavior of word translation maps trained on different neighborhoods ( en ! de translation).
Highlighted columns illustrate variations in maps. Accuracy refers to precision at 10.

was carried out on different set of words, and on a
different language pair.

4.2 Map Similarity Analysis
If indeed there exists a map that is the same
linear map everywhere, we expect the above
neighborhood-specific maps to be similar. Our
analysis makes use of the following definition of
matrix similarity:
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tr(M1
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Here tr(M) denotes the trace of the matrix

M. tr(M1
TM1) computes the Frobenius norm

||M1||2, and tr(M1
TM2) is the Frobenius inner

product. That is, cos(M1,M2) computes the co-
sine similarity between the vectorized versions of
matrices M1 and M2.

4.3 Experimental Results
The main results of our analysis are shown in Ta-
ble 1.

We now analyze the results of Table 1 in de-
tail. The 0th column contains the anchor word, xi,
around which the neighborhood is formed. The
1st, and 2nd columns contain the size of the train-
ing and test data from N (xi, s = 0.5) where xi is
the word vector for the anchor word.

The 3rd column contains the cosine similarity
between x0, multivitamins, and xi. For example,
x1 (antibiotic) is the most similar to x0 (0.6), and
x6, copenhagen, is the least similar to x0 (0.11).

The 4th column is the translation accuracy of
the single global map M , training on data from all
xi neighborhoods. The 5th column is the transla-
tion accuracy of the map M

x0 , trained on the train-
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column (y-axis), performance of map M
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ing data of x0, and tested on the test data in xi.
We use precision at top-10 as a measure of trans-
lation accuracy. Going down this column we can
see that accuracy is highest on the test data from
the neighborhood anchored at x0 itself, and lowest
on the test data from the neighborhood anchored
at x6, copenhagen, which is also the furthest word
from x0.

The 6th column is translation accuracy of the
map M

xi , trained on the training data of the neigh-
borhood anchored at xi, and tested on the test data
in xi. We can see that compared to the 5th col-
umn, in all cases performance is higher when we
apply the map trained on data from the neigh-
borhood, Mxi instead of Mx0 . The 7th column
shows the difference in translation accuracy of the
map M

xi and M
x0 . This shows that the more dis-

similar the neighborhood anchor word xi is from
x0 according to the cosine similarity shown in the
4rd column, the larger this difference is.
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Linearity Assumption: Summary

• Provided evidence that linearity assumption does not hold 

• Locally linear maps vary 
– by an amount  tightly correlated with distance between 

neighborhoods on which they were trained

34



But SOTA achieves remarkable precision

• SOTA unsupervised, precision@1 ~80% (Conneau et al.  
ICLR 2018) 

– BUT only for closely related languages, e.g, EN-ES 

• Distant languages? 
– Precision much lower, ~ 40% EN-RU, ~30% EN-ZH

35



Assumptions

• Limitations tied to assumptions made by current methods 
– A1. Maps are linear (linearity) 
– A2. Embedding spaces are similar (isomorphism)

36



close vs distant language translation
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State-of-the-Art

38

6

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

Confidential Review Copy. DO NOT DISTRIBUTE.

Method Slavic & Sino-Tibetan Latin

en-ru en-zh en-de en-es en-fr

NORMA-Linear 50.33 43.27 68.50 77.47 76.10

NORMA-Highway-NN 49.27 33.10 67.33 77.65 75.50

1 layer-NN 49.13 30.66 66.80 77.60 75.53

2 layer-NN 0 0 0 0 0

1 layer-Highway-NN 49.50 30.91 67.00 77.50 75.60

2 layer-Highway-NN 0 0 0 0 0

Artetxe et al . 2018 47.93 20.4 70.13 79.6 79.30

Conneau et al. 2018 37.30 30.90 71.30 79.10 78.10

Smith et al. 2017 46.33 39.60 69.20 78.80 78.13

Xing et al. 2015 44.50 41.0 67.07 77.33 75.47

Lazaridou et al. 2015 48.27 29.60 68.20 77.60 75.86

Faruqui and Dyer (2014) 35.47 32.20 55.67 72.33 69.27

Mikolov et al. 2013 42.47 19.80 60.07 74.20 71.60

Table 1: Precision at 1 comparison of NORMA to previously proposed mapping functions. We used FAIR/MUSE
word translation lexicons train/test splits.

en-ru en-zh en-de en-es en-fr
NOUN 42% /55.1 42% /42.1 39% /74.6 40% /82.3 42% /80.0

VERB 41% /47.3 39% /47.6 38% /64.4 40% /71.6 41% /70.0
ADJECTIVE 10% /34.4 11% /38.7 10% /56.1 9% /76.9 10% /71.3

Table 2: Part-of-Speech (POS) distributions of the MUSE test sets. Listed are the top 4 parts of speech, which
account for ˜90% of the test data for all language pairs. X% /Y means the POS tag makes up X% of the test set,
with accuracy Y.

in Equation 1, we set the number of neighborhoods
K = 2, 000. We use N = 50 batch size. We es-
timate model parameters using stochastic gradient
descent.

Methods Under Comparison. We compare
variations of NORMA to several previously pro-
posed methods for generating mapping functions.
The methods compared are: (Artetxe et al., 2018a;
Conneau et al., 2018; Smith et al., 2017; Xing
et al., 2015; Lazaridou et al., 2015; Faruqui and
Dyer, 2014; Mikolov et al., 2013a). More detailed
descriptions of these prior methods can be found
in the related work section.

Our primary goal is to evaluate the quality of
maps produced. While a number of prior work
proposed various approaches for retrieval, which
have been shown to improve accuracy by a few
points, we compare all methods using the same re-

trieval method, nearest neighbor. Thus, for (Con-
neau et al., 2018) , we report the results for the
variant of their method called: adv - Refine - NN.

5.1 English to Slavic and Sino Tibetan

State-of-the-art methods have mostly focused
word translation evaluation on English to Latin
languages or other nearby(Chiswick and Miller,
2005) languages such as Finnish. (Artetxe et al.,
2018a) performed experiments on en-es, en-de,
en-it and en-fi, where concepts might still be or-
ganized in a relatively similar way. In (Conneau
et al., 2018), the adversarial training method pro-
posed was evaluated on Chinese, Russian, and
Esperanto, but thorough comparison experiments
to prior work on word translation were only per-
formed on English to Italian.

We carried out en-ru and en-zh comparison ex-
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en-ru en-zh en-de en-es en-fr

NORMA-Linear 50.33 43.27 68.50 77.47 76.10

NORMA-Highway-NN 49.27 33.10 67.33 77.65 75.50

1 layer-NN 49.13 30.66 66.80 77.60 75.53

2 layer-NN 0 0 0 0 0

1 layer-Highway-NN 49.50 30.91 67.00 77.50 75.60

2 layer-Highway-NN 0 0 0 0 0
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Mikolov et al. 2013 42.47 19.80 60.07 74.20 71.60

Table 1: Precision at 1 comparison of NORMA to previously proposed mapping functions. We used FAIR/MUSE
word translation lexicons train/test splits.

en-ru en-zh en-de en-es en-fr
NOUN 42% /55.1 42% /42.1 39% /74.6 40% /82.3 42% /80.0

VERB 41% /47.3 39% /47.6 38% /64.4 40% /71.6 41% /70.0
ADJECTIVE 10% /34.4 11% /38.7 10% /56.1 9% /76.9 10% /71.3

Table 2: Part-of-Speech (POS) distributions of the MUSE test sets. Listed are the top 4 parts of speech, which
account for ˜90% of the test data for all language pairs. X% /Y means the POS tag makes up X% of the test set,
with accuracy Y.

in Equation 1, we set the number of neighborhoods
K = 2, 000. We use N = 50 batch size. We es-
timate model parameters using stochastic gradient
descent.

Methods Under Comparison. We compare
variations of NORMA to several previously pro-
posed methods for generating mapping functions.
The methods compared are: (Artetxe et al., 2018a;
Conneau et al., 2018; Smith et al., 2017; Xing
et al., 2015; Lazaridou et al., 2015; Faruqui and
Dyer, 2014; Mikolov et al., 2013a). More detailed
descriptions of these prior methods can be found
in the related work section.

Our primary goal is to evaluate the quality of
maps produced. While a number of prior work
proposed various approaches for retrieval, which
have been shown to improve accuracy by a few
points, we compare all methods using the same re-

trieval method, nearest neighbor. Thus, for (Con-
neau et al., 2018) , we report the results for the
variant of their method called: adv - Refine - NN.

5.1 English to Slavic and Sino Tibetan

State-of-the-art methods have mostly focused
word translation evaluation on English to Latin
languages or other nearby(Chiswick and Miller,
2005) languages such as Finnish. (Artetxe et al.,
2018a) performed experiments on en-es, en-de,
en-it and en-fi, where concepts might still be or-
ganized in a relatively similar way. In (Conneau
et al., 2018), the adversarial training method pro-
posed was evaluated on Chinese, Russian, and
Esperanto, but thorough comparison experiments
to prior work on word translation were only per-
formed on English to Italian.

We carried out en-ru and en-zh comparison ex-

• Datasets: FAIR MUSE lexicons 
• 5k train/1.5k test



Proposed approach 

• To capture differences in embedding spaces 
– learn neighborhood sensitive maps

39



Learn neighborhood sensitive maps

• In principle can do this by learning a non-linear map 
– Currently not SOTA 
– Trying to optimize multi-layer neural networks for this zero-shot 

learning problem largely fails

40



Jointly discover neighborhoods & translate

• We propose to jointly discover neighborhoods 
– while learning to translate

41



Reconstructive Neighborhood Discovery

42

D,V = argmin
D,V

||X�VD||22

XF = XDT

• Discovered by learning a reconstructive dictionary of 
neighborhoods 

–  Reconstruct word vector xi using a linear combination of K 
neighborhoods. 

– Dictionary that minimizes reconstruction error (Lee et al 2007)



Maps

43

ŷlineari = WxFi

hi = �1(xFiW)

ti = �2(xFiW
t)

ŷnni = ti ⇥ hi + (1.0� ti)⇥ xFi

L(✓) =
mP
i=1

kP
j 6=i

max
⇣
0, � + d(yi, ŷ

g
i )�

d(yj , ŷ
g
i )
⌘
,

• Use neighborhood aware representation to learn maps
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account for ˜90% of the test data for all language pairs. X% /Y means the POS tag makes up X% of the test set,
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in Equation 1, we set the number of neighborhoods
K = 2, 000. We use N = 50 batch size. We es-
timate model parameters using stochastic gradient
descent.

Methods Under Comparison. We compare
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posed methods for generating mapping functions.
The methods compared are: (Artetxe et al., 2018a;
Conneau et al., 2018; Smith et al., 2017; Xing
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Dyer, 2014; Mikolov et al., 2013a). More detailed
descriptions of these prior methods can be found
in the related work section.

Our primary goal is to evaluate the quality of
maps produced. While a number of prior work
proposed various approaches for retrieval, which
have been shown to improve accuracy by a few
points, we compare all methods using the same re-

trieval method, nearest neighbor. Thus, for (Con-
neau et al., 2018) , we report the results for the
variant of their method called: adv - Refine - NN.

5.1 English to Slavic and Sino Tibetan

State-of-the-art methods have mostly focused
word translation evaluation on English to Latin
languages or other nearby(Chiswick and Miller,
2005) languages such as Finnish. (Artetxe et al.,
2018a) performed experiments on en-es, en-de,
en-it and en-fi, where concepts might still be or-
ganized in a relatively similar way. In (Conneau
et al., 2018), the adversarial training method pro-
posed was evaluated on Chinese, Russian, and
Esperanto, but thorough comparison experiments
to prior work on word translation were only per-
formed on English to Italian.
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Method Slavic & Sino-Tibetan Latin

en-ru en-zh en-de en-es en-fr

NORMA-Linear 50.33 43.27 68.50 77.47 76.10

NORMA-Highway-NN 49.27 33.10 67.33 77.65 75.50

1 layer-NN 49.13 30.66 66.80 77.60 75.53

2 layer-NN 0 0 0 0 0

1 layer-Highway-NN 49.50 30.91 67.00 77.50 75.60

2 layer-Highway-NN 0 0 0 0 0

Artetxe et al . 2018 47.93 20.4 70.13 79.6 79.30

Conneau et al. 2018 37.30 30.90 71.30 79.10 78.10

Smith et al. 2017 46.33 39.60 69.20 78.80 78.13

Xing et al. 2015 44.50 41.0 67.07 77.33 75.47

Lazaridou et al. 2015 48.27 29.60 68.20 77.60 75.86

Faruqui and Dyer (2014) 35.47 32.20 55.67 72.33 69.27

Mikolov et al. 2013 42.47 19.80 60.07 74.20 71.60

Table 1: Precision at 1 comparison of NORMA to previously proposed mapping functions. We used FAIR/MUSE
word translation lexicons train/test splits.

en-ru en-zh en-de en-es en-fr
NOUN 42% /55.1 42% /42.1 39% /74.6 40% /82.3 42% /80.0

VERB 41% /47.3 39% /47.6 38% /64.4 40% /71.6 41% /70.0
ADJECTIVE 10% /34.4 11% /38.7 10% /56.1 9% /76.9 10% /71.3

Table 2: Part-of-Speech (POS) distributions of the MUSE test sets. Listed are the top 4 parts of speech, which
account for ˜90% of the test data for all language pairs. X% /Y means the POS tag makes up X% of the test set,
with accuracy Y.

in Equation 1, we set the number of neighborhoods
K = 2, 000. We use N = 50 batch size. We es-
timate model parameters using stochastic gradient
descent.

Methods Under Comparison. We compare
variations of NORMA to several previously pro-
posed methods for generating mapping functions.
The methods compared are: (Artetxe et al., 2018a;
Conneau et al., 2018; Smith et al., 2017; Xing
et al., 2015; Lazaridou et al., 2015; Faruqui and
Dyer, 2014; Mikolov et al., 2013a). More detailed
descriptions of these prior methods can be found
in the related work section.

Our primary goal is to evaluate the quality of
maps produced. While a number of prior work
proposed various approaches for retrieval, which
have been shown to improve accuracy by a few
points, we compare all methods using the same re-

trieval method, nearest neighbor. Thus, for (Con-
neau et al., 2018) , we report the results for the
variant of their method called: adv - Refine - NN.

5.1 English to Slavic and Sino Tibetan

State-of-the-art methods have mostly focused
word translation evaluation on English to Latin
languages or other nearby(Chiswick and Miller,
2005) languages such as Finnish. (Artetxe et al.,
2018a) performed experiments on en-es, en-de,
en-it and en-fi, where concepts might still be or-
ganized in a relatively similar way. In (Conneau
et al., 2018), the adversarial training method pro-
posed was evaluated on Chinese, Russian, and
Esperanto, but thorough comparison experiments
to prior work on word translation were only per-
formed on English to Italian.

We carried out en-ru and en-zh comparison ex-
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Method Slavic & Sino-Tibetan Latin

en-ru en-zh en-de en-es en-fr

NORMA-Linear 50.33 43.27 68.50 77.47 76.10

NORMA-Highway-NN 49.27 33.10 67.33 77.65 75.50

1 layer-NN 49.13 30.66 66.80 77.60 75.53

2 layer-NN 0 0 0 0 0

1 layer-Highway-NN 49.50 30.91 67.00 77.50 75.60

2 layer-Highway-NN 0 0 0 0 0

Artetxe et al . 2018 47.93 20.4 70.13 79.6 79.30

Conneau et al. 2018 37.30 30.90 71.30 79.10 78.10

Smith et al. 2017 46.33 39.60 69.20 78.80 78.13

Xing et al. 2015 44.50 41.0 67.07 77.33 75.47

Lazaridou et al. 2015 48.27 29.60 68.20 77.60 75.86

Faruqui and Dyer (2014) 35.47 32.20 55.67 72.33 69.27

Mikolov et al. 2013 42.47 19.80 60.07 74.20 71.60

Table 1: Precision at 1 comparison of NORMA to previously proposed mapping functions. We used FAIR/MUSE
word translation lexicons train/test splits.

en-ru en-zh en-de en-es en-fr
NOUN 42% /55.1 42% /42.1 39% /74.6 40% /82.3 42% /80.0

VERB 41% /47.3 39% /47.6 38% /64.4 40% /71.6 41% /70.0
ADJECTIVE 10% /34.4 11% /38.7 10% /56.1 9% /76.9 10% /71.3

Table 2: Part-of-Speech (POS) distributions of the MUSE test sets. Listed are the top 4 parts of speech, which
account for ˜90% of the test data for all language pairs. X% /Y means the POS tag makes up X% of the test set,
with accuracy Y.

in Equation 1, we set the number of neighborhoods
K = 2, 000. We use N = 50 batch size. We es-
timate model parameters using stochastic gradient
descent.

Methods Under Comparison. We compare
variations of NORMA to several previously pro-
posed methods for generating mapping functions.
The methods compared are: (Artetxe et al., 2018a;
Conneau et al., 2018; Smith et al., 2017; Xing
et al., 2015; Lazaridou et al., 2015; Faruqui and
Dyer, 2014; Mikolov et al., 2013a). More detailed
descriptions of these prior methods can be found
in the related work section.

Our primary goal is to evaluate the quality of
maps produced. While a number of prior work
proposed various approaches for retrieval, which
have been shown to improve accuracy by a few
points, we compare all methods using the same re-

trieval method, nearest neighbor. Thus, for (Con-
neau et al., 2018) , we report the results for the
variant of their method called: adv - Refine - NN.

5.1 English to Slavic and Sino Tibetan

State-of-the-art methods have mostly focused
word translation evaluation on English to Latin
languages or other nearby(Chiswick and Miller,
2005) languages such as Finnish. (Artetxe et al.,
2018a) performed experiments on en-es, en-de,
en-it and en-fi, where concepts might still be or-
ganized in a relatively similar way. In (Conneau
et al., 2018), the adversarial training method pro-
posed was evaluated on Chinese, Russian, and
Esperanto, but thorough comparison experiments
to prior work on word translation were only per-
formed on English to Italian.

We carried out en-ru and en-zh comparison ex-
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periments, and present the results in the second
and third columns of Table 1. The two state-
of-of-the art methods (Artetxe et al., 2018a) and
(Conneau et al., 2018) are significantly outper-
formed by NORMA-Linear. On English to Rus-
sian, NORMA-Linear achieves 50.33 precision 1,
outperforming both (Artetxe et al., 2018a) (Con-
neau et al., 2018), as well as other methods.
On English to Chinese, NORMA-Linear achieves
43.37 precision 1, again ahead of other meth-
ods. The best performing variant of our method is
NORMA-Linear. The neural networks with more
than a single layer prove difficult to optimize for
this problem, and produce accuracy of 0. This
could be because the problem of cross-embedding
space mapping is a zero-shot learning problem,
which is much more difficult to train than a super-
vised problem, the setting in which deep learning
methods have thrived so far.

5.2 English to Related Languages

We show experiments on English to more related
languages in the last three columns of Table 1.
On these languages, indeed the most recently pro-
posed methods (Artetxe et al., 2018a; Conneau
et al., 2018) produce the best performing maps.
However, NORMA-Linear is only 2-3 points be-
hind these methods.This in contrast to English to
Chinese where both (Artetxe et al., 2018a) and
(Conneau et al., 2018) are behind NORMA - Lin-
ear, by more than 10 points.

A promising line of future work is to get
NORMA-Linear to bridge the 2-3 point gap on re-
lated languages, which seems easier than trying to
get the other methods to bridge the large gap on
distant languages.

5.3 Accuracy by Part-of-Speech

We assigned each word its majority part-of-speech
by tagging the ClueWeb5 corpus, which contains
over 500 million webpages. We then evaluated
translation precision of NORMA-Linear stratified
by part-of-speech. We found that, nouns and verbs
make up about 80 percent of the MUSE test dictio-
naries, followed by adjectives (˜10%). We found
that while nouns and verbs make up a large chunk
of the test data, nouns are translated with much
higher accuracy than verbs, except for English to
Chinese. This finding will serve as a guide for fu-
ture improvements to our method.

5https://www.lemurproject.org/
clueweb09.php/

en-pt
RARE MUSE

NORMA-Linear 57.67 72.60
NORMA-Highway-NN 49.33 71.73
1 layer-NN 48.67 72.13
1 layer-Highway-NN 49.33 72.10
Artetxe et al . 2018 47.00 77.73

Lazaridou et al 2015 48.00 72.27

Table 3: Performance for en-pt on rare words (RARE),
and the en-pt MUSE dataset, which as shown in Figure
3 contains a lot of frequent words.

Figure 3: Top: Frequency distribution of MUSE dictio-
nary test and train sets for en-pt. Bottom: Frequency
distribution of the RARE words dataset.

5.4 English to Latin Languages: Rare Words

We analyzed the frequency distribution of the
MUSE dictionaries. To get word frequency infor-
mation, we processed documents in the ClueWeb5

corpus and recorded word occurrence frequency.
We discovered that the MUSE dictionaries contain
a lot of frequent words. The top half of Figure 3
shows frequency counts of the en-pt MUSE test
dictionary. For readability we only show bins up
to occurrence frequency of 50,000. We see that
only about 50/1500 in the MUSE en-pt test data
are infrequent, the rest are frequent words, occur-
ring more than 10,000 times in the ClueWeb cor-
pus.

We therefore created another test set for en-pt
from the rest of the MUSE data which is not part
of the train or test data, with the goal of creating a
train/test of rare words. The bottom half of Figure
3 is a plot of frequency counts of train and test data
for these rare words.7
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periments, and present the results in the second
and third columns of Table 1. The two state-
of-of-the art methods (Artetxe et al., 2018a) and
(Conneau et al., 2018) are significantly outper-
formed by NORMA-Linear. On English to Rus-
sian, NORMA-Linear achieves 50.33 precision 1,
outperforming both (Artetxe et al., 2018a) (Con-
neau et al., 2018), as well as other methods.
On English to Chinese, NORMA-Linear achieves
43.37 precision 1, again ahead of other meth-
ods. The best performing variant of our method is
NORMA-Linear. The neural networks with more
than a single layer prove difficult to optimize for
this problem, and produce accuracy of 0. This
could be because the problem of cross-embedding
space mapping is a zero-shot learning problem,
which is much more difficult to train than a super-
vised problem, the setting in which deep learning
methods have thrived so far.

5.2 English to Related Languages

We show experiments on English to more related
languages in the last three columns of Table 1.
On these languages, indeed the most recently pro-
posed methods (Artetxe et al., 2018a; Conneau
et al., 2018) produce the best performing maps.
However, NORMA-Linear is only 2-3 points be-
hind these methods.This in contrast to English to
Chinese where both (Artetxe et al., 2018a) and
(Conneau et al., 2018) are behind NORMA - Lin-
ear, by more than 10 points.

A promising line of future work is to get
NORMA-Linear to bridge the 2-3 point gap on re-
lated languages, which seems easier than trying to
get the other methods to bridge the large gap on
distant languages.

5.3 Accuracy by Part-of-Speech

We assigned each word its majority part-of-speech
by tagging the ClueWeb5 corpus, which contains
over 500 million webpages. We then evaluated
translation precision of NORMA-Linear stratified
by part-of-speech. We found that, nouns and verbs
make up about 80 percent of the MUSE test dictio-
naries, followed by adjectives (˜10%). We found
that while nouns and verbs make up a large chunk
of the test data, nouns are translated with much
higher accuracy than verbs, except for English to
Chinese. This finding will serve as a guide for fu-
ture improvements to our method.

5https://www.lemurproject.org/
clueweb09.php/

en-pt
RARE MUSE

NORMA-Linear 57.67 72.60
NORMA-Highway-NN 49.33 71.73
1 layer-NN 48.67 72.13
1 layer-Highway-NN 49.33 72.10
Artetxe et al . 2018 47.00 77.73

Lazaridou et al 2015 48.00 72.27

Table 3: Performance for en-pt on rare words (RARE),
and the en-pt MUSE dataset, which as shown in Figure
3 contains a lot of frequent words.

Figure 3: Top: Frequency distribution of MUSE dictio-
nary test and train sets for en-pt. Bottom: Frequency
distribution of the RARE words dataset.

5.4 English to Latin Languages: Rare Words

We analyzed the frequency distribution of the
MUSE dictionaries. To get word frequency infor-
mation, we processed documents in the ClueWeb5

corpus and recorded word occurrence frequency.
We discovered that the MUSE dictionaries contain
a lot of frequent words. The top half of Figure 3
shows frequency counts of the en-pt MUSE test
dictionary. For readability we only show bins up
to occurrence frequency of 50,000. We see that
only about 50/1500 in the MUSE en-pt test data
are infrequent, the rest are frequent words, occur-
ring more than 10,000 times in the ClueWeb cor-
pus.

We therefore created another test set for en-pt
from the rest of the MUSE data which is not part
of the train or test data, with the goal of creating a
train/test of rare words. The bottom half of Figure
3 is a plot of frequency counts of train and test data
for these rare words.
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periments, and present the results in the second
and third columns of Table 1. The two state-
of-of-the art methods (Artetxe et al., 2018a) and
(Conneau et al., 2018) are significantly outper-
formed by NORMA-Linear. On English to Rus-
sian, NORMA-Linear achieves 50.33 precision 1,
outperforming both (Artetxe et al., 2018a) (Con-
neau et al., 2018), as well as other methods.
On English to Chinese, NORMA-Linear achieves
43.37 precision 1, again ahead of other meth-
ods. The best performing variant of our method is
NORMA-Linear. The neural networks with more
than a single layer prove difficult to optimize for
this problem, and produce accuracy of 0. This
could be because the problem of cross-embedding
space mapping is a zero-shot learning problem,
which is much more difficult to train than a super-
vised problem, the setting in which deep learning
methods have thrived so far.

5.2 English to Related Languages

We show experiments on English to more related
languages in the last three columns of Table 1.
On these languages, indeed the most recently pro-
posed methods (Artetxe et al., 2018a; Conneau
et al., 2018) produce the best performing maps.
However, NORMA-Linear is only 2-3 points be-
hind these methods.This in contrast to English to
Chinese where both (Artetxe et al., 2018a) and
(Conneau et al., 2018) are behind NORMA - Lin-
ear, by more than 10 points.

A promising line of future work is to get
NORMA-Linear to bridge the 2-3 point gap on re-
lated languages, which seems easier than trying to
get the other methods to bridge the large gap on
distant languages.

5.3 Accuracy by Part-of-Speech

We assigned each word its majority part-of-speech
by tagging the ClueWeb5 corpus, which contains
over 500 million webpages. We then evaluated
translation precision of NORMA-Linear stratified
by part-of-speech. We found that, nouns and verbs
make up about 80 percent of the MUSE test dictio-
naries, followed by adjectives (˜10%). We found
that while nouns and verbs make up a large chunk
of the test data, nouns are translated with much
higher accuracy than verbs, except for English to
Chinese. This finding will serve as a guide for fu-
ture improvements to our method.

5https://www.lemurproject.org/
clueweb09.php/

en-pt
RARE MUSE

NORMA-Linear 57.67 72.60
NORMA-Highway-NN 49.33 71.73
1 layer-NN 48.67 72.13
1 layer-Highway-NN 49.33 72.10
Artetxe et al . 2018 47.00 77.73

Lazaridou et al 2015 48.00 72.27

Table 3: Performance for en-pt on rare words (RARE),
and the en-pt MUSE dataset, which as shown in Figure
3 contains a lot of frequent words.

Figure 3: Top: Frequency distribution of MUSE dictio-
nary test and train sets for en-pt. Bottom: Frequency
distribution of the RARE words dataset.

5.4 English to Latin Languages: Rare Words

We analyzed the frequency distribution of the
MUSE dictionaries. To get word frequency infor-
mation, we processed documents in the ClueWeb5

corpus and recorded word occurrence frequency.
We discovered that the MUSE dictionaries contain
a lot of frequent words. The top half of Figure 3
shows frequency counts of the en-pt MUSE test
dictionary. For readability we only show bins up
to occurrence frequency of 50,000. We see that
only about 50/1500 in the MUSE en-pt test data
are infrequent, the rest are frequent words, occur-
ring more than 10,000 times in the ClueWeb cor-
pus.

We therefore created another test set for en-pt
from the rest of the MUSE data which is not part
of the train or test data, with the goal of creating a
train/test of rare words. The bottom half of Figure
3 is a plot of frequency counts of train and test data
for these rare words.
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Neighborhood

51 134 162 7
drugs criminally chuanyao khoisan
zonisamide judicature chuanyan bantu
cocaine prosecutory zhiang sepedi
ritalin derogation thanong otjiherero
hospitalized restitutionary qiangbing ndebeles
pheniprazine derogative pengpeng hereros
overdose jailable nguyan otjinene
disorientation extradition yuning shona
focusyn sodomy liheng hutu
alfaxalone crimes thanong witotoan

Table 4: Sample neighborhoods discovered by NORMA during en-de translation: 51 appears to represent drugs,
132: justice and crime; 162: Asian names, 7 : African names.

We then compared variations of NORMA to
the best performing method on English to related
languages, which is (Artetxe et al., 2018a). The
comparison was done both on the regular MUSE
test dataset for en-pt and the rare word dataset for
en-pt. Since our method uses a max-margin loss
much like (Lazaridou et al., 2015), we also com-
pare to (Lazaridou et al., 2015).

Table 3 shows that NORMA-Linear outper-
forms (Artetxe et al., 2018a) by over 10 points on
the RARE words dataset. On the regular MUSE
dictionary, (Artetxe et al., 2018a) is ahead by
about 5 points. On RARE, (Lazaridou et al., 2015)
is behind NORMA-Linear by 9 points, whereas
on the MUSE dictionary performance of (Lazari-
dou et al., 2015) and NORMA-Linear is about the
same.

5.5 Neighborhood Interpretability

NORMA jointly discovers neighborhoods and
learns to translate. We now ask if the discovered
neighborhoods semantically make sense. We can
answer this question since each neighborhood vec-
tor can be seen as a “center” vector representing
the words in the neighborhood. Thus we can con-
sider words whose cosine similarity to the neigh-
borhood vector is greater than some threshold, to
be members of that neighborhood. As we men-
tioned, we found that setting the total number of
neighborhoods to be discovered to K = 2, 000
provided the best results experiments. Of these
2,000 we show some of them in Table 4 obtained
when training en � de. For each neighborhood,
we show 10 words that appear among the top 100
words of that neighborhood. It can be seen that the
neighborhoods represent some kind of “topics”.

For example, neighborhood number 51 appears to
represent drugs, and drug-related concepts; num-
ber 132 contains justice and crime-related con-
cepts; number 162 contains mostly Asian concepts
and names, number 7 contains mostly African and
names. We can see that the granularity of neigh-
borhoods and their specificity varies.

6 Conclusions

We propose neighborhood sensitive maps
for learning multilingual word embeddings,
NORMA. Our method is motivated by the fact
that languages differ along dimensions such as
vocabulary, grammar, written form, and syntax,
and therefore one would expect that embedding
spaces of different languages exhibit different
structures especially for distant languages. Our
method jointly discovers neighborhoods while
learning to translate. Experimental evaluation
showed that NORMA substantially outperforms
state-of-the-art methods on distant languages,
while only being a few points behind on related
languages. A promising line of future work is to
get NORMA to bridge the smaller gap on related
languages, which might be easier than trying to
get the other methods to bridge the larger gap on
distant languages.
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Conclusion
1. Success on close languages

2. Distant languages still far behind
- assumptions responsible?
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